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Ph.D. (Science in Global Information and Joint research and technical consultation on utilizing big data such as accumulated documents,
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Main research themes and their characteristics

Research on Meaning Estimation Modeling toward Autonomous Acquisition of Linguistic Knowledge

Human communication is richly shaped by metaphorical and non-literal expressions, requiring flexible

interpretation beyond surface meanings. Such semantic understanding is critical for dialogue agents and mfs':’r‘:;l'“s vaT:i:%:i:!s
generative Al to achieve natural interactions. Particularly, understanding idioms and metaphors is closely T )
Sense distribu- Sense assign-  Context-sense

tied to contextual meaning prediction, a longstanding challenge in natural language processing. tion of words ment of tokens _correspondences

This study proposes a novel unsupervised learning model that predicts word meanings from context ARERT
without limiting the target words. Given the vast and domain-dependent nature of meanings, supervised @ ) /&\J
>

approaches face difficulties in scalability. To address this, we model two constraints using a large unlabeled  «
My (®,y)

N,

corpus: (1) prior meaning distributions for each word type, and (2) smoothed meaning distributions
across similar contexts. By integrating these constraints within a hierarchical Bayesian model, we enable
unsupervised contextual meaning prediction. Experimental results on benchmark datasets confirm the
effectiveness of our approach.

Future prospects

We aim to enhance autonomous semantic inference by integrating with large language models. We will extend our approach to handle complex phenomena such as metaphor comprehension and
context-driven meaning generation. Our ultimate goal s to build an intelligent foundation capable of self-organizing diverse and ambiguous semantic structures found in natural language.




