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Main research themes and their characteristics

[Rapid Prototyping of Embedded Systems Implementing Deep Learning]

To realize systems applying deep learning, a process involving creating a network model, collecting training data, training the model, and evaluating
the results is necessary. Particularly, improving performance relies heavily on the quality of the training data. Once training is completed, embedding
the trained network into microcontrollers or computer programs enables the implementation of desired functionalities. Research is being conducted on
implementation and embedding techniques to efficiently develop such systems that utilize deep learning.

For instance, when capturing images of people using smartphone or digital cameras, it has become common for the camera to recognize individuals
and display their facial contours. Furthermore, by leveraging deep learning, it’s possible not only to recognize facial contours but also to detect the
positions and movements of facial organs such as eyes and mouth. Technologies that recognize joints in the body and estimate skeletons from images
are expected to be applied in various fields, including healthcare, welfare, sports, and the preservation of traditional craftsmanship.

As an application example of such technologies, research is being conducted on “touchless interfaces.” While deep learning is already being used in
technologies that recognize hand and joint positions to estimate skeletons from images, further deep learning can realize new “touchless interfaces.”

Figure 1 illustrates an example of “aerial handwriting input” where hand positions and their trajectories are learned to recognize characters drawn
in the air. Present-day smartphones mainly rely on touch panel input, with flick input being utilized. In the future, wearable smart glasses may become
mainstream, and at that time, an application like “aerial grip input” demonstrated in Figure 2, where buttons displayed in the air through the glasses
are manipulated by gripping, could be considered.

Additionally, as an example of supporting communication with people with disabilities, Figure 3 demonstrates “American Sign Language
recognition.”

Please note that demo videos for each figure can be viewed by scanning the QR code located at the top of each figure.
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Fig.1 aerial handwriting input Fig.2 aerial grip input Fig.3 American Sign Language recognition
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